Spatio-temporally resolved spectroscopic diagnostics of the barrier discharge in air at atmospheric pressure
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Abstract
The technique of spatially resolved cross-correlation spectroscopy (CCS) is used to carry out diagnostic measurements of the barrier discharge (BD) in air at atmospheric pressure. Quantitative estimates for electric field strength $E(x,t)$ and for relative electron density $n_e(x,t)/n_{max}$ are derived from the experimentally determined spatio-temporal distributions of the luminosity for the spectral bands of the 0–0 transitions of the second positive system of N$_2$ ($\lambda = 337.1$ nm) and the first negative system of N$_2^+$ ($\lambda = 391.5$ nm). These results are used to test the validity of some physical models of electrical breakdown in a BD. The influence of the spatio-temporal structure of the discharge on the chemical kinetics of ozone synthesis is studied by means of a semi-empirical method based on the results of spatially resolved CCS measurements.

1. Introduction

Experimental and theoretical study of barrier discharges (BDs, sometimes also referred to as dielectric barrier discharges or silent discharges) has a long history [1, 2] in connection with their wide industrial application in ozone generation technologies [3]. However, despite of considerable progress in understanding the structure and properties of these discharges, which principally occurred during the last few decades, the knowledge of this subject nowadays appears to be insufficient to provide an adequate quantitative theoretical description for BD behaviour [4].

A BD in oxygen as well as in air consists of a number of microdischarges (MDs, sometimes also referred to as partial discharges [5] or discharge filaments [1]) of nanosecond duration, randomly but uniformly distributed over the dielectric surface [1, 2]. Under the typical conditions for operation of a BD (discharge gap width of $d = 1–2$ mm; dielectric, glass of $\Delta = 1–2$ mm thickness and dielectric constant $\varepsilon = 5–7$; gas pressure $p = 1–3$ bar), these MDs can be treated as tiny plasma-chemical reactors that act independently from one another [1, 2, 6, 7]. That is why the study of the dynamics of a single MD is one of the most important research topics in the field of BD physics and chemistry. It is hard to carry out any experiment with a single MD, since high temporal resolution (in a sub-nanosecond range) and spatial resolution (down to $10^{-1}–10^{-2}$ mm) is required. Moreover, in the case of the commonly used parallel-plane electrode arrangement, it is usually impossible to predict the location at which a MD will emerge.

Thus, it is understandable that much effort has been devoted to computer simulation of MD development [1, 2, 4, 7–15]. As regards experimental findings, the following important milestones should be mentioned: 1972, identification of separate MDs [5]; 1980, streak photography of a single MD [16, 17]; 1983, accurate measurement of MD current pulses [18]; 1995, determination of spectrally resolved spatio-temporal distributions of MD luminosity by means of the cross-correlation spectroscopy (CCS) technique [19, 20]. It should be mentioned that the authors [19] also used their experimental data for a qualitative characterization of the spatio-temporal structure of an electric field within a MD channel.

The idea of quantitatively estimating the electric field strength in gas discharges in air at atmospheric pressure from experimentally determined distributions of the emission intensities of both the second positive (0–0) band of N$_2$...
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Figure 1. A general diagram of the apparatus and measurement procedure: MC, monochromator; PMT, photomultiplier; TTL, transistor–transistor logic; CFD, constant fraction discriminator; TAC, time-to-amplitude converter; ADC, analogue-to-digital converter; ϕ, phase of the feeding sinusoidal voltage (see figure 2).

and the first negative (0–0) band of N₂⁺ has recently been proposed [21–23]. However, as yet this potentially powerful method of plasma diagnostics has not been used in practice, since no arrays of experimental data with the required sensitivity and spatio-temporal resolution were available.

Our preliminary experiments on the BD investigation by CCS have shown that this technique is able to comply with the requirements mentioned earlier [24]. In the present paper, we report the results of an accomplished procedure of a BD plasma diagnostics by means of spatially resolved CCS, including the quantitative estimation of the electric field, relative electron density and ozone yield within a MD channel. All these measurements and calculations have been performed for a BD with a symmetrical electrode arrangement (the so-called ‘glass–glass’), discharge gap width of 1.2 mm, in flowing synthetic air (80%N₂ + 20%O₂) at atmospheric pressure, i.e. under the typical conditions of ozone generation technologies.

The plan of this paper is as follows. The apparatus and experimental technique are described in detail in section 2. Particular attention is paid to the procedure of CCS measurements. In section 3, the experimental results are presented and discussed with respect to their contribution to understanding the physical mechanism of MD development. The procedure for the quantitative numerical analysis of experimental data together with the corresponding estimation of MD parameters are presented in section 4. These data are compared to the results of computer modelling, available from the literature, and the observed discrepancies are discussed.

2. Equipment and experimental technique

The main idea of the method of CCS is to replace a direct measurement of the single pulse of luminosity from a repetitive light pulse emitter by a statistically averaged determination of the correlation function between two optical signals, both originating from the same source. The first of these signals (the so-called ‘synchronizing signal’) is used to define a relative time scale, the second one (the ‘main signal’) has to be detected with a probability at least one order of magnitude lower than that of the synchronizing signal. The measured quantity is actually a time delay between these two signals, and the recorded quantity is a probability density function for the evolution of the light pulse intensity. If the repetitive light pulses reproduce each other sufficiently exactly, and if the synchronizing signal detection is adjusted in such a way as to occur always at the same moment that a single light pulse evolves, then the recorded probability density function is proportional to the light intensity \( I(t) \) of the source under consideration. A detailed description of the theoretical foundations of the CCS technique is given in [25].

A general scheme of the experimental set-up and measurement procedure is presented in figure 1. In our experiments, the BD itself (more precisely, the successive MDs arising between the electrode tips) was used as the emitter of repetitive light pulses. The spatial resolution and scanning over the MD axis were provided by the optical system shown in the left-hand upper part of the figure. The monochromatic light of the main signal was detected by a highly sensitive photomultiplier from Hamamatsu (type H5773-04), which operated in a single-photon-counting mode. In order to increase the sensitivity of this detector by reducing the noise-to-signal ratio, it was cooled down to +12 °C. The second detector for the synchronizing signal (Hamamatsu, type H5773-06, shown in the figure on the right-hand side) was adjusted so as to reach the maximal possible temporal resolution of the steep front of a light pulse, since the derivative of this signal is actually used to define the zero-point of the relative time scale.
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The measurements of the correlation functions and accumulation of the results were carried out by the time-correlated single-photon-counting module SPC–530 from Becker and Hickl GmbH. An outline of the measurement procedure is presented at the bottom of the figure 1. Two constant fraction discriminators are used to select the electric pulses which belong to a pre-defined range of amplitudes. A selected pulse from the main signal initiates a linear rise in the voltage of the time-to-amplitude converter, and the next pulse (which is selected from the synchronizing signal) stops this rise. The measured quantity is the final voltage amplitude. This value is converted to the number of the corresponding time channel of the device (actually, to a memory address), and a unit is added to this channel. The entire scale of the memory segment consists of 1024 channels. If no synchronizing signal arises and the voltage of the time-to-amplitude converter reaches its upper limit, then no count occurs. The correspondence between the time value and the number of the time channel is determined by the duration of the voltage rise, which varies from 50 ns to 2 µs. A shift in the zero-point to the left over the time axis is possible due to the insertion of a coaxial delay cable between the detector for the synchronizing signal and module SPC-530.

An additional, coarse time scale was provided by the pattern generator which was synchronized with the phase of the feeding voltage \( \varphi \) by a standard scheme of transistor–transistor logic (see figures 1 and 2). The voltage duration time (154 µs) was divided into 16 equal time intervals, and a separate memory segment was used to record the CCS measurements for each of these intervals. Thus, for any fixed position of the detector, the time-correlated measurement results were accumulated simultaneously in 16 memory segments. Typically, up to \( 10^7 \) counts were accumulated in the memory segment with a maximal count rate for a measurement 5 min in duration.

In order to localize the BD in a definite position, we used a special electrode arrangement of the type ‘glass–glass’ (figure 2), similar to those described earlier by the authors [16, 17, 19, 20]. One more advantage of such a geometry for the discharge cell is the possibility of observing not only the volume part of the BD but also the surface discharges, provided that the range of axial scanning exceeds the gap width.

The BD was driven by a sinusoidal alternating voltage (frequency, 6.5 kHz; peak-to-peak amplitude, 12 kV). The voltage amplitude was adjusted so as to maintain the discharge in the ‘one-to-one MD’ mode (i.e. a mode when only one MD occurs per voltage half-period, as shown in figure 2).

All experiments were performed in an open gas flow system, in synthetic air (80% N\(_2\) + 20% O\(_2\)) at ambient pressure. The gas flow rate was maintained at 54 l h\(^{-1}\). Assuming energetic yield of ozone to be lower than 100 g kWh\(^{-1}\) [2, 3], and taking into account the measured value of the discharge power \((P = 0.095 \text{ W})\), the upper possible limit of ozone concentration under the experimental conditions can be evaluated. This value appears to be about 0.01%. According to the results [26], the ozone has a noticeable influence on the spatio-temporal structure of MDs for ozone concentrations greater than 0.1%.

The main characteristics of our CCS measurements are summarized in table 1. It should be noted that the values of the fine resolution over time given there refer to the apparatus parameters. Actually, these values depend on the quality of synchronization. Under the conditions of our experiments, the real time resolution for the 50 ns scale has been found to be no worse than 0.15 ns (see section 4 for more details).

3. Experimental results and their interpretation

All CCS measurements were recorded simultaneously into 16 memory segments corresponding to the coarse time scale, as described earlier. The distribution of the count rates over this scale reveals the distribution of the MDs over the voltage phase (see figure 2). In our experiments, the MDs were found to appear mostly within two to four time intervals for every half-period (each divided into eight intervals). Apart from the signal amplitudes, no noticeable differences between the spatio-temporal structures of the luminosity of the MDs, corresponding to the different time intervals of the same half-period, have been observed. The structures referring to the opposite polarities of the electrodes were symmetrical with respect to the spatial axis, as was expected taking into account the symmetry of the electrode arrangement. In the following, the measurement results only refer to one time interval of the coarse scale (to that one with the maximal count rate).

3.1. Spectrum and spatio-temporal structure of the MD luminosity

An emission spectrum of the BD was recorded under the previously described experimental conditions within the wavelength range 200–800 nm. It has been found to consist of several spectral bands of the second positive system of N\(_2\), and the only one band of the first negative system of N\(_2\) (0–0 transition, \( \lambda = 391.5 \text{ nm} \)). In figure 3, part of this spectrum is presented.

Spatio-temporal distributions of the MD luminosity for three selected spectral bands are shown in figure 4. Each of these plots contains two peaks situated near the electrodes and related to nearly the same time coordinate. The peaks near the cathode are preceded by the waves of light intensity, that
start directly from the anode surface and propagate towards the cathode with increasing velocity and growing amplitude. The ratio of the peak intensities $I$ (cathode)/$I$ (anode) rises drastically in the sequence of spectral bands $C$ (0–0), $C$ (3–3), $B$ (0–0).

To interpret these results, it is necessary to consider the origin of the light sources within a MD channel. For the spectral bands $C$ (0–0), $C$ (3–3), $B$ (0–0), the emission of light of the corresponding wavelengths is caused by the elementary processes (1)–(6):

1. $e + N_2(X^1Σ_g^+)(\lambda = 337.1 \text{ nm}, \tau_e = 40 \text{ ns})$ 
2. $e + N_2(X^1Σ_g^+)(\lambda = 328.5 \text{ nm})$
3. $e + N_2(X^1Σ_g^+)(\lambda = 391.5 \text{ nm}, \tau_0^g = 60 \text{ ns})$

In air at atmospheric pressure, a stepwise excitation of molecular and ionized nitrogen is hardly possible because of very effective collisional quenching of excited states by molecular oxygen [21–23, 27]. Therefore, only direct electron impact is taken into account in the kinetic scheme (1)–(6). For the same reason, the characteristic lifetimes of the considered excited states in air are less than 1 ns, while their radiation lifetimes ($\tau_0$) are within the range 40–60 ns (see section 4 for more details). Therefore, the spatio-temporal distributions of the intensity of light emission (2), (4) and (6) follow the reaction rates of (1), (3) and (5), respectively, with a time lag less than 1 ns. These reaction rates are directly proportional to electron density, while the rate constants are strongly dependent on electric field [21–23, 27]. Furthermore, under the conditions of non-equilibrium weakly ionized plasmas in air at atmospheric pressure, the mean electron energy is within the range of a few electronvolts [1, 2, 7, 12, 21, 27]. Hence, it is only a very small fraction of electrons that possess energies that exceed the threshold values of the reactions (1), (3) and (5).
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**Figure 3.** Spectrum of the BD in air ($p = 1$ bar, $d = 1.2$ mm). The bands used for the spatially and temporally resolved measurements are indicated.

<table>
<thead>
<tr>
<th>Quantity</th>
<th>Range of scanning/scale</th>
<th>Resolution</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time (coarse scale, PPG)</td>
<td>154 $\mu$s/16</td>
<td>$\sim 10$ $\mu$s/memory segment</td>
</tr>
<tr>
<td>Time (fine scale, CCS)</td>
<td>50 ns–2 $\mu$s/1024</td>
<td>0.05 ns–2 ns/channel</td>
</tr>
<tr>
<td>Space (axial direction)</td>
<td>2 mm/20</td>
<td>0.1 mm/record</td>
</tr>
<tr>
<td>Space (radial direction)</td>
<td>—</td>
<td>0.2 mm</td>
</tr>
<tr>
<td>Wavelength</td>
<td>200–800 nm/6000</td>
<td>0.3 nm</td>
</tr>
</tbody>
</table>

### Table 1. Basic parameters of the CCS measurements.
concentration and the drift velocity of the electrons, the latter quantity being nearly proportional to the electric field strength. Hence, a slow decrease in electric field may be expected to result in a current decay of a comparable characteristic time and, in contrast, to cause a rapid fall in the light intensity. Furthermore, it should be taken into account that a measured MD current includes the ion currents as well, and that the contributions of the ion components increase during the decay phase, as the electrons leave the MD volume.

As regards the results plotted in figure 5, the following important remarks should be made. Both light pulses are integral quantities. They have been calculated as the corresponding sums of the spatially resolved CCS data over the entire range of axial scanning. These pulses are synchronized with each other. In contrast, the current pulse has not been synchronized with the light pulses, i.e. it has an arbitrary position on the time scale of the plot. An accurate measurement of the MD current was outside the scope of this work. Thus, no special effort has been made to avoid the over-vibrations (these can be clearly seen in figure 5), as well as to determine a real value of the current rise-time, which may be expected not to exceed 1 ns [2, 28]. However, in spite of the mentioned drawbacks of the MD current measurement, our results provide sufficient accuracy at least for the evaluation of the half-width of the pulse (20–25 ns).

3.2. Mechanism of the MD origin and development

A great advantage of the CCS technique is its high sensitivity. Moreover, this method enables reliable measurement of a very weak light intensity simultaneously with a strong signal at the same time scale of the time-to-amplitude converter. Thus, it is better to represent experimental results in a logarithmic scale, in order to visualize all the details of the spatio-temporal distributions of the MD luminosity. Such representations for the spectral bands C (0–0) and B (0–0) are shown in figure 6. These are the same experimental data as in figure 4, but the time scale is extended up to 40 ns.

The process of electrical breakdown of the discharge gap (see the central parts of the plots in figure 6, which are also shown in figure 4 in more detail), is preceded by a weak but continuously growing glow on the anode which is clearly seen for the spectral band C (0–0). The maximal intensity of this glow is observed at the place corresponding to the position of the electrode tip.

During the post-breakdown phase of the MD development, the sources of light are situated mainly on both dielectric surfaces, but the spatial distributions of the intensities are different for the two spectral bands under consideration (see figure 6). The long ‘tail’ of luminosity on the cathode observed for the first negative system of nitrogen may be considered as an indication of the relatively high electric field remaining on the dielectric surface after the breakdown.

In order to study the pre-breakdown phase of the MD in more detail (in particular, to determine its duration), we have
Figure 6. Spatio-temporal distributions of the luminosity for the 0–0 transitions of the second positive (upper plot) and of the first negative (lower plot) systems of nitrogen. The positions of the electrode tips (see figure 2) are indicated on the left by the arrows.

Figure 7. Pre-breakdown phase of the MD development. Spectral band C (0–0), λ = 337.1 nm. The positions of the electrode tips (see figure 2) are indicated by the broken lines.

undertaken a special experiment. The time scale of the CCS instrument has been extended to 500 ns, while the duration of each measurement at a fixed spatial point has been lengthened to 30 min. The results of these measurements are shown in figure 7.

For the period of 100–150 ns before the breakdown, a maximal light intensity is observed at the position of the anode tip. For the earlier time period, the light sources seem to be distributed almost uniformly over the entire visible surface of both electrodes, while the luminosity of the discharge gap appears to be noticeably lower. It should be noted that in the measurements under consideration, a sensitivity limit of the CCS technique has been reached. Namely, the count rates corresponding to the first 200 ns of the time scale and referring to the central part of the spatial scanning range (i.e., to the discharge gap, see figure 7), has been found to be comparable to the background level (dark count rate).

Any information concerning the pre-breakdown phase of a MD is very important for a correct understanding of its origin and development [4]. In fact, in the modern theory of BDs there are two alternative physical models of the MD in an ozonizer (i.e., in a BD in oxygen or in air). Both claim either to agree with experimental findings at least qualitatively [17, 26, 28, 29], or to provide a correct theoretical description for the process under consideration, when explicitly or implicitly used in computer simulations [7, 10–15]. The diagrams in figure 8 represent these two models.

According to model A (see figure 8), a cathode-directed ionizing wave (a cathode streamer) is initiated by the distortion of electric field by the positive space charge accumulated within the MD channel. Accumulation of positive ions in the gap takes place during the pre-breakdown phase of the MD development, when initial electron avalanches cross the gap [7, 10–12, 17]. It can even be the only avalanche containing a sufficient number of electrons to cause field distortion, as was assumed by the authors of [13–15]. Model A implies the following initial conditions. There is no surface charge on the dielectrics, hence the initial electric field is uniform. The initial electric field strength is equal to the corresponding Paschen value, therefore ionization dominates over electron attachment.

Model B assumes the existence of surface charges that are non-uniformly distributed over the dielectrics. These charges
are expected to cause local enhancement of the electric field near the electrodes, while the field strength in the middle part of the gap is supposed to remain as low, as to provide domination of electron attachment. The pre-breakdown phase of the MD can last for a period of several microseconds [19, 29]. Under such conditions, the development of the local electron avalanches result in an accumulation of the negative space charge within the MD channel [28]. This space charge causes a distortion of the electric field near the anode and the cathode-directed streamer starts.

There are at least two differences between models A and B that might be observed in the corresponding spatio-temporal distributions of the MD luminosity. First, during the pre-breakdown phase of the MD, there might be either an exponential growth of the light intensity in the direction from the cathode to the anode (model A); or a more complicated axial distribution of the luminosity with two local maximums situated on the dielectric surfaces (model B). Second, in the case of model A, a cathode-directed streamer should be expected to start at a certain distance from the anode, where a field enhancement between the positive space charge and the negatively charged cathode takes place. Moreover, at the same time, a dark space should be observed between the positive space charge and the positively charged anode, where the initial electric field is obviously lower (see figure 8). It should be noted that such behaviour by the MD luminosity is clearly seen on the ‘simulated streak photos’ obtained by means of computer modelling with initial conditions, corresponding to model A [7, 12–14]. In model B, a maximal field strength (hence, the starting point of the streamer) should be expected directly on the surface of the anode (see figure 8).

Thus, our results presented in figures 4, 6, 7 and considered here, provide unambiguous experimental evidence in favour of model B. Taking into account the initial conditions, assumed for model A, we may expect this model to describe some special cases of a BD operation. For example, it can account for the first electrical breakdown event in an ozonizer (i.e. at the moment when an ozonizer is just switched on), since only at this moment there are no surface charges on the dielectrics. Also, in some laboratory experiments, the BD was operated in a special single-pulse mode, when the periodical slow voltage pulses were applied to the discharge cell. In order to remove a surface charge, a rest-time interval of about 30 min between the successive single pulses was provided [17]. Obviously, for an ordinary (continuous) operation mode of a BD, model B should be used.

4. Quantitative numerical analysis of the experimental data

4.1. Kinetic scheme and basic data sets used in the analysis

In the following, only the kinetics of the two excited states of nitrogen (N₂(C⁴Π_u),ν=0) and (N₂(B³Σ_g),ν=0) is considered. The kinetic scheme (1), (2), (5) and (6) described in detail in section 3.1, should be completed by the addition of the processes of collisional quenching [21–23, 27]:

\[ \text{N}_2(C^4\Pi_u,\nu=0) + \text{N}_2/O_2 \xrightarrow{K_B/O_2} \text{products} \]  \hspace{1cm} (7)

\[ \text{N}_2(B^3\Sigma_g,\nu=0) + \text{N}_2/O_2 \xrightarrow{K_C/O_2} \text{products.} \]  \hspace{1cm} (8)

According to the complete kinetic scheme (1), (2), (5)–(8), the local concentrations of the excited species (N₂(C⁴Π_u),ν=0) and (N₂(B³Σ_g),ν=0) denoted here, respectively, as \( n_C(r,t) \) and \( n_B(r,t) \), obey the following differential equations.

\[
\frac{dn_C(r,t)}{dt} = k_C(E/n)n_{N_2}(r,t)n_C(r,t)
- n_C(r,t)(K_{N_2}^Cn_{N_2} + K_{O_2}^Cn_{O_2}) - \frac{n_C(r,t)}{\tau_C^0}
\]

\[ = k_C(E/n)n_{N_2}(r,t)n_C(r,t) - \frac{n_C(r,t)}{\tau_C^0} \]  \hspace{1cm} (9)

\[
\frac{dn_B(r,t)}{dt} = k_B(E/n)n_{N_2}(r,t)n_B(r,t)
- n_B(r,t)(K_{N_2}^Bn_{N_2} + K_{O_2}^Bn_{O_2}) - \frac{n_B(r,t)}{\tau_B^0}
\]

\[ = k_B(E/n)n_{N_2}(r,t)n_B(r,t) - \frac{n_B(r,t)}{\tau_B^0} \]  \hspace{1cm} (10)

Here \( k_C \) and \( k_B \) are the rate constants of the reactions (1) and (5), respectively, that are treated as sole functions of the reduced field strength \( E/n \). \( n_C(r,t) \), \( n_B(r,t) \), \( n_{N_2} \) and \( n_{O_2} \) are the electron density and concentrations of molecular nitrogen and oxygen in the ground electronic states, respectively. The characteristic lifetimes \( \tau_C^0 \) and \( \tau_B^0 \) of the excited electronic states (N₂(C⁴Π_u),ν=0) and (N₂(B³Σ_g),ν=0) in air are defined as shown in expressions (9) and (10).
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\[ \text{I}_C(r, t) = \frac{\text{I}_C(n, t)}{\tau_i}, \quad \text{I}_B(r, t) = \frac{\text{I}_B(n, t)}{\tau_i}. \]  

The transmission coefficients \( T_C \) and \( T_B \) for the corresponding spectral bands are determined by the characteristics of the optical systems and by the sensitivity of the detector (figure 1). They do not depend on the spatio-temporal coordinates \( r, t \).

A basic formula used in the numerical analysis of our experimental data can be easily derived from equations (9)–(11):

\[ \frac{k_b(E/n)}{k_C(E/n)} = \frac{\tau_i^{B} T_C}{\tau_i^{C} T_B} \frac{(d\text{I}_B(r, t)/dt)}{(d\text{I}_C(r, t)/dt)} + \frac{(\text{I}_B(r, t)/\tau_i^{B})}{(\text{I}_C(r, t)/\tau_i^{C})}. \]  

In the right-hand part of this equation there are the quantities that can be determined from the spatially resolved CCS measurements and some rate coefficients available in the literature. On the left-hand side there is the ratio of two rate constants which can be treated as a single function of the reduced field strength. Since the dependence \( k_b/k_C(E/n) \) is strong and monotonic, it can be used with equation (12) to estimate quantitatively the spatio-temporal structure of the electric field \( E/n(r, t) \), provided that the resolution of the experimental technique is sufficient to avoid any considerable averaging over temporal or spatial coordinates [21–23].

Within the frame of a steady-state approximation (i.e. when the derivatives of the intensities over time in (12) may be neglected), the following simplified expression for the intensity

\[ \text{IB}/\text{IC} \]  

Figure 9. Dependence of the intensity ratio \( \text{IB}/\text{IC} \) upon the reduced field strength. The curve used in this work has been obtained by multiplying the data [22, 23] by the empirically determined factor, so as to fit the calibration results.

ratio \( \text{IB}/\text{IC} \) may be obtained.

\[ \frac{\text{I}_B(E/n)}{\text{I}_C(E/n)} = \frac{k_b(E/n)}{k_C(E/n)} \tau_i^{C} T_C \tau_i^{B} T_B. \]  

The authors of [21–23] proposed applying approximation (13) to estimate the electric field strength in streamer discharges in air. Using the results of the numerical solutions of the Boltzmann equation for a wide range of reduced field strength, they also calculated the dependence of the determined by (13) intensity ratio \( \text{IB}/\text{IC} \) upon the parameter \( E/n \) under quasi-stationary conditions (figure 9).

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|}
\hline
\text{Second positive system of nitrogen (0–0)} & $t_i^C$ (ns) & $K_i^{C}(10^{-11} \text{ cm}^3 \text{ s}^{-1})$ & $\tau_i^{C}$ (ns) \\
\hline
37 ± 3 & 1.5 ± 0.2 & 1.35 ± 0.13 & 0.96 ± 0.12 [30] \\
30 ± 2 & 1.12 ± 0.06 & 2.58 ± 0.18 & 0.55 ± 0.04 [31] \\
45.4 & 1.2 & — & — [32] \\
40.5 ± 1.3 & 1.31 ± 0.01 & — & — [33] \\
44.5 & 1.1 & 3.12 & 0.52 [34] \\
37 ± 4 & 0.9 ± 0.3 & 2.7 ± 0.3 & 0.61 ± 0.08 [35] \\
41 ± 2 & — & — & — [36] \\
— & — & 0.58 [37] \\
— & — & <0.8 [38] \\
— & — & <0.9 This work \footnote{We included here own experimental estimates of effective lifetimes of N2C and N2B in air at atmospheric pressure. These values have been determined directly from the results of spatially resolved CCS measurements as well as the maximum slopes of decaying curves \( \text{ln}(\text{I}_B/\text{I}_C) \).} \\
\hline
\text{First negative system of nitrogen (0–0)} & $t_i^B$ (ns) & $K_i^{B}(10^{-11} \text{ cm}^3 \text{ s}^{-1})$ & $\tau_i^{B}$ (ns) & Reference \\
\hline
66 & 2.2 ± 8.2 & — & <0.057 – 0.21 [30] \\
64 ± 6 & 8.2 ± 1.6 & — & 0.059 ± 0.012 [40] \\
65.8 & 4.53 & 7.36 & 0.073 [34] \\
— & 7.5 & — & <0.062 [41] \\
58 ± 8 & 2.1 ± 0.2 & 5.1 ± 0.5 & 0.138 ± 0.013 [35] \\
61 & — & — & — [42] \\
60 ± 1 & — & — & — [43] \\
— & — & — & 0.083 [39] \\
— & — & — & <0.15 This work \footnote{We included here own experimental estimates of effective lifetimes of N2C and N2B in air at atmospheric pressure. These values have been determined directly from the results of spatially resolved CCS measurements as well as the maximum slopes of decaying curves \( \text{ln}(\text{I}_B/\text{I}_C) \).} \\
\hline
\end{tabular}
\caption{Overview of the N2C and N2B de-excitation rate coefficients, available in the literature.}
\end{table}
There is a noticeable difference between the results of [21] and [22, 23], which becomes greater with a decrease in electric field strength. The values of the de-excitation rate coefficients used in equations (12) and (13) are known with an accuracy which seems to be hardly better than 10% (see table 2). Furthermore, we could not avoid some uncertainty in determining the transmission coefficients ratio $T_B/T_C$ for our apparatus. Taking all this into account, an attempt of independent calibration for the basic function $I_B/I_C(E/n)$ has been undertaken. This calibration procedure has been accomplished as follows.

Using equation (12) we calculated the two-dimensional array of the values $k_B/k_C(x, t)$ from the experimental data. Then an area $(x, t)$, where this ratio may be considered to be roughly constant with an accuracy of 20% was located. This area has been found to be about 2 ns long and 0.5 mm wide, corresponding to the time-space coordinate range 20–22 ns and 0.6–1.1 mm on the scales given in figure 6. Assuming a uniform and steady-state electric field within this area and using the simple approximation $n_e(x, t) = \text{constant} \times n_e(x, t)$, the mean value of the ionization coefficient $\alpha$ for the area under consideration was calculated. Then the electric field strength has been determined from the reference data on $\alpha(E/n)$ in [44]. Taking into account the accuracy of the previously described procedure, the corresponding ‘calibration area’ is indicated on the plot in figure 9.

To calculate $E/n$ from the measured quantities $I_B/I_C$, the data [22, 23] were chosen (because they are available for a wider range of reduced field strength). The ratio of transmission coefficients $T_B/T_C$ was treated as a free parameter which has been determined so as to fit with the calibration results (see figure 9).

Based on the calculated spatio-temporal distribution of the electric field, the corresponding two-dimensional array of the values of relative electron density $n_e(x, t)/n_e^{\max}$ could be easily determined by means of equations (9)–(11) in a similar way, provided that not only the ratio $k_B/k_C$ but both rate constants are well known within the same range of $E/n$. In these calculations, the data sets reported in [22, 23] were used.

4.2. Electrical characteristics of the microdischarge

Since the procedure of numerical differentiation of experimentally determined functions $I_{B,C}(x, t)$ over time is very sensitive to the statistical noise, a careful preliminary smoothing was carried out. Furthermore, in order to avoid any artifacts, the area of the calculations was restricted to $(I_B, I_C) > 5$ counts/channel, which was found to provide sufficient reliability and accuracy of the results. That is why the spatio-temporal distributions of electric field strength and electron density are presented in figure 10 in a smaller area than the corresponding experimental data in figure 6.

These results confirm the main conclusions derived from the qualitative analysis of the luminosity distributions in sections 3.1 and 3.2. A cathode-directed wave of electric field is clearly seen in figure 10. A high electric field strength is
observed mostly near the cathode, and a high electron density, in contrast, near the anode.

It is for interest to compare quantitatively some basic characteristics of the MDs corresponding to the different modes of BD operation (models A and B, see figure 8). For this purpose, two main parameters of the cathode-directed streamers have been chosen, namely the velocity and the electric field strength. Our results, as demonstrated in section 3.2, correspond to model B. As a typical example of computer simulation accomplished within the frame of model A, the two-dimensional modelling of a MD development in air at atmospheric pressure for the discharge gap of 1 mm width [14] has been chosen. The streamer velocities were determined from their tracks, that are clearly seen on the plots of the MD luminosity distribution for spectral band B (0–0) in the case of our results (figures 4 and 6), and on the simulated streak photo of the MD which is presented in [14].

Figure 11 demonstrates considerable differences between the streamers, that are supposed to develop under different initial conditions. The streamer corresponding to model B possesses a higher velocity and a lower amplitude of the local electric field. It should be noted that, qualitatively, such dependence of the streamer characteristics upon initial conditions of the MD development had been predicted recently in [28, 29] as follows.

When a cathode-directed streamer propagates through a media enriched by negative ions, a lower field is necessary to produce seed electrons before the streamer, because of effective detachment processes, and the velocity of the streamer is expected to be higher.

The results of the quantitative numerical analysis of the presented experimental data correspond not only to the streamer phase of the MD development, but also to the beginning of the decay phase (see figure 10). This part of the spatio-temporal distribution of electric field strength is shown in figure 12 in more detail.

For a period of at least 2 ns, the electric field may be treated as nearly steady-state and almost uniform within the spatial range 0.4–1.1 mm. The latter is just the space–time area which was used for the independent calibration, as described in section 4.1. It is hardly possible to present a reasonable interpretation of the local maximum of the electric field near the cathode, since at such a short distance from the electrode tip, the results of the CCS measurements are averaged over the radial axis and probably, they include light emission from the surface discharges (see figure 2).

4.3. Chemical activity of the MD plasma

In order to understand, in which way does the physics of electrical breakdown determine the efficiency of an ozonizer, it seems reasonable to begin with the analysis of the chemical mechanism of ozone synthesis in a BD plasma. The basic mechanism was established a relatively long time ago and, at present, the kinetic schemes for ozone generation in oxygen and air may be regarded as sufficiently reliable ones [1, 2]. Under the typical for an ozonizer conditions, there are only two dominant reaction channels as follows.

Ozone formation: \[ \text{O} + \text{O}_2 \rightarrow \text{O}_3 + \text{M} \] \hspace{1cm} (14)

Ozone decomposition: \[ \text{O}_3 \rightarrow \text{O} + \text{O}_2 \] \hspace{1cm} (15)

Thus, atomic oxygen can be treated as a sole precursor of ozone, and the conversion degree for the gross reaction \( \text{O} + \text{O}_2 \rightarrow \text{O}_3 \) is determined by the ratio of the rate constants \( k_{14}/k_{15} \) as well as by the concentration of \( \text{O}_3 \). Due to the comparatively strong temperature dependence of the rate constant \( k_{15} \), this conversion degree may be considerably decreased by a local temporary gas heating within the MD channel, hence it depends upon the power density profile. Obviously, a spatial distribution of the power density is determined by the spatio-temporal structure of a MD, consequently by its mechanism. This can be the first possible way to affect the chemical yield of ozone synthesis by means of influencing the characteristics of the electrical breakdown in an ozonizer.

The second way is related to the reactions leading to the formation of atomic oxygen.

\[ \text{e} + \text{O}_2 \rightarrow \text{O} + \text{O} + \text{e} \] \hspace{1cm} (16)

\[ \text{e} + \text{N}_2 \rightarrow \text{N}_2^* + \text{e} \] \hspace{1cm} \[ \text{N}_2^* + \text{O}_2 \rightarrow \text{N}_2 + \text{O} + \text{O} \] \hspace{1cm} (17)
Here the asterisk denotes the triplet excited states of molecular nitrogen \((A^1 \Sigma^+ u^+, B^2 \Sigma^+ u^-, C^3 \Pi_u, B^2 \Pi_u\) and \(W^1 \Delta_v\)), hence the elementary reactions \((1), (3)\) and \((7)\) are implicitly included in \((17)\). According to the results \([7, 12]\), more than 50% of the total yield of atomic oxygen in a MD channel in air at atmospheric pressure is provided by reactions \((17)\).

Within the frame of the simplified kinetic scheme \((16)\) and \((17)\), the maximal possible energetic yield of atomic oxygen can be calculated as a ratio of O-atoms production rate to electric power released by drifting electrons:

\[
Y_{0,max}(E/n) = \frac{k_{16}(E/n)n_{O_2} + k_{17}(E/n)n_{N_2}}{eEw_e(E/n)}
\]  

(18)

where \(e\) is the elementary charge, and \(w_e(E/n)\) is the drift velocity of electrons.

In fact, equation (18) describes the branching of electron energy losses \([2, 7, 12]\). In order to complete the consideration of energy losses within the MD channel, ion drift should be taken into account as well. Obviously, the contribution of ion losses also depends on the electrical breakdown mechanism and it has to be included in the general formula for energetic yield of ozone produced in a single MD:

\[
Y_{O_3,max}(E/n) = C \frac{\{P_e(r, t)\} \{Y_{O,max}(E/n)P_e(r, t)\}}{\{P_e(r, t) + P_i(r, t)\}}\]  

(19)

where \(C\) is the conversion degree for the gross reaction \(O + O_2 \rightarrow O_3\) \((0 < C < 1)\); the local power densities for electrons and ions are defined as

\[
P_e(r, t) = en_e(r, t)E(r, t)w_e(r, t)
\]

and

\[
P_i(r, t) = en_i(r, t)E(r, t)w_i(r, t)
\]

respectively; the parentheses \{\} denote integration over the entire MD volume and over the time of its existence. The right-hand part of expression (19) consists of three terms (conversion degree of O to O₃, fraction of electron energy losses and energetic yield of atomic oxygen related to electron losses), corresponding to these three different ways of the BD physics influence on the chemical efficiency of an ozonizer.

Thus, even within the frame of a simplified kinetic model \((14)-(19)\), a detailed computer simulation of the MD development is necessary to describe quantitatively the process of ozone generation. In order to propose a qualitative description of the influence of the MD spatiotemporal structure on the kinetics of ozone synthesis, we used the following semi-empirical method. From the arrays of electric field strength \(E(x, t)\) and relative electron density \(n_e(x, t)/n_e^{max}\) we calculated the spatially resolved kinetics of the formation of atomic oxygen and triplet nitrogen \(N^3_2\) by the reactions \((16)\) and \((17)\) in a nanosecond time scale. The rate constants \(k_{16}(E/n)\) and \(k_{17}(E/n)\) were taken from \([12]\).

Since we used the relative values of electron density, the results of our kinetic calculations also contain an unknown constant. However, this constant does not depend on the space–time coordinates. Therefore, thus calculated spatio-temporal distributions of the relative concentrations of considered species, that are shown in figure 13, may be expected to represent the real kinetics within the MD channel.

These results show that there are two regions of high chemical activity within the MD channel. They are situated near the electrodes, corresponding to the spatio-temporal structure of the MD luminosity (compare with figure 4). Furthermore, different physical properties of these regions result in a noticeable difference in chemical kinetics. For example, as follows from figure 13, the properties of the plasma in the region near the anode, where the electric field is lower but electron density is higher than near the cathode (see figure 10), favour dissociation of molecular oxygen by direct electron impact. In the case of the excitation of triplet nitrogen states, the contributions of both regions to this process appear to be comparable.

Assuming the complete conversion of atomic oxygen to ozone \((C = 1)\), the axial distribution of \(O_3\) concentration was calculated from the data shown in figure 13. In figure 14 these results are compared with experimental data obtained in the pulse mode of BD operation \([17]\). Although these profiles seems to be alike, there are noticeable differences in their shapes. For example, the distribution corresponding to an ordinary mode of BD operation (our results) seems to be more uniform, and the local minimum is more near to the middle of the gap. Thus, initial conditions of a MD development exert a noticeable influence on the kinetics of ozone synthesis, too.
5. Conclusions

(1) There are three distinct phases of the MD development. The pre-breakdown phase lasts for a period of more than 0.5 μs. It is characterized by a continuous glow on the glass surfaces of both electrodes. During the last 100 ns of the pre-breakdown phase, the maximal light intensity is observed on the anode. The streamer starts directly from the surface of the anode and crosses the gap with an increasing velocity that reach 10⁶ m s⁻¹. Electric field strength of the streamer grows respectively from 120 Td at the anode to 240 Td at the cathode. The third phase of the MD is a phase of decay of the light and current pulses.

(2) There are two distinct regions with essentially different properties of plasma within the MD channel. The electric field near the cathode is higher than near the anode, and electron density, in contrast, is considerably lower.

(3) It is very important to distinguish between two different modes of BD operation: single pulse and continuous. To provide a correct theoretical description of the MDs for an ordinary continuous mode, a model should be used that takes into account the existence of initially non-uniformly charged dielectric surfaces.
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